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Application Hosting

Backup and Storage

Content Delivery
E-Commerce

High Performance Computing
Media Hosting

On-Demand Workforce
Search Engines

Web Hosting



Applications running at Amazon Web Services

Other; 8%

AWS developer tools; 18%

Web apps; 26%

E-commerce; 18%

External Web apps; 14%
op apps; 16%

Sample: 50 applications from the
AWS Customer App Catalog.
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Web servers

Application servers

Database servers

High-performance frameworks (MapReduce, MPI, Workflows)

. and a few percents of miscellaneous programs



provides basic computing resources

Absolute flexibility: you can build anything you want
But it can be very complex and time consuming

provides high-level services
Each PaaS service targets a specific family of applications
Provide a simple deployment environment for applications
Provide high-level guarantees for applications using these services



Infrastructure-as-a-Service

Virtual machines, disks, networks

Cloud federation

Allow multiple laaS providers to join forces

Platform-as-a-Service (a.k.a. )

Web servers — static content and dynamic web applications
MapReduce — for data-intensive computing

TaskFarming — for scientific applications

Databases (SQL and NoSQL) — for everybody



Goal:

Web application hosting (static files, PHP, Java, ...)
Databases (SQL and NoSQL)
High-performance execution frameworks (MapReduce, TaskFarming)

Applications can compose any set of services together

Simple Web GUI + powerful command-line tool
Services are highly customizable

Elasticity and resource provisioning techniques to guarantee
performance at the lowest possible cost

But also platform-independent




is defined as a
For example: web hosting service + MySQL database + logging
service (to store access logs)

End user

PHP service
(using 1 or more
machine instances)

Logging service SQL data service
(using 1 or more (using 1 or more
machine instances) machine instances)




Users access ConPaaS thanks to a
Login
Start new services (i.e., start a standard VM image with the service
implementation)
Manage existing services (i.e., communicate with the service's manager
to issue commands)
Stop services (i.e., stop all service instances except the service
manager)
Terminate services (i.e., destroy a service completely)

An extended set of functionalities is available through a

All commands from the Web interface are available (except starting a
new service)

Additional commands may be implemented for expert users

The command-line interface makes it easy to script service management



The ConPaaS Front-End

/ « ConPaaS - management

& | © 10.100.0.97 D X

Login
E ConPaas is the Platform-as-a-Service component of the Contrail E.U. username
project.
ConPaa$ aims at facilitating the deployment of applications in the cloud. It password
provides a number of services to address common developer needs. Each
service is self-managed and elastic: login | register
=0 =

+ it can deploy itself on the cloud

+ it moniters its own performance

¢ it can increase or decrease its processing capacity by dynamically
(de-)provisioning instances of itself in the cloud

Copyright ©2011-2012 Contrail consortium.
All rights reserved.




The ConPaaS Front-End

/." iy ConPaaS- management i X\

- € & ©10.100.0.97

ConPaa$ is the Platform-as-a-Service component of the Contrail
E.U. project.

ConPaa$ aims at facilitating the deployment of applications in
the cloud. It provides a number of services to address common
developer needs. Each service is self-managed and elastic:

it can deploy itself on the cloud

it monitors its own performance

it can increase or decrease [ts processing capacity by
dynamically

(de-)provisioning instances of itself in the cloud

..

Copyright ©2011-2012 Contrail consortium.
All rights reserved.

Register

username ’7
email ,7

password ,7
retype password ,7
first name ,7

last name ,—
affiliation ,—

0% must

Type the two words: [~]

o i ReCAPTCHA™

read books.

p———




The ConPaaS Front-End

. =S ]
g ConPaas- management ir \ Y\
- € & | ©10.100.0.97:9999/index.php Dy A
!n L gpierre Bs 9994 B help [ logout
ConPaaS

You have no services in the dashboard. Go ahead and create a service.

Copyright ©2011-2012 Contrail consortium - ConPaa$ is the PaaS component of Contrail




The ConPaaS Front-End

= | =3
ConPaas - create new ser |

& [+ |O10.1{)0.0.9?:9999;’(reate.php @ﬂﬂ A

*; 4 gplerre B- 9999 B help B logout =
ConPaaS

please select one of the services below 3

- @ php PHP version 5.2 under Nginx
) @ jav; Java Servlet container using Apache Tomcat 7.2
iy O mysql MySQL 5.2 Database
© scalarix in-memory key-value store 1
/Scalarix E
O map-reduce Hadoop MapReduce cluster
] © task farm Service for running bags of tasks
W,
1 O selenium Selenium functional testing service
| D€

cloud provider |OpenNebula |~ Only OpenNebula is enabled on this deployment
\Amazon EC2

javascript: void(0); I e |




The ConPaaS Front-End

% A

ConPaas - management i \

& € & | ®10.100.0.97:9995/index.php

%ﬂnﬂPaaS

New Php Service @
created a few moments ago

Copyright ©20

L gplerre E5 9998 B help B logout

14+

virtual instance

11-2012 Contrail consertium - ConPaa$ is the PaaS component of Contrail




The ConPaaS Front-End

ConPaas- management in' » \_ |

=B

L () |O 10.100.0.97:9999/service.php?sid=6

O A

£r;nl’aas

« back to Dashboard

- New Php Service

€ initialized - init a few moments ago

1 instance running on OpenNebula

@ Instance 15751
running

4 gplerre B 9998 B help [B logout

manager log=»

Code management

you may update the stage by

@ uploading archive

checking out repository

available code versions

ip, Jtar of your sourc

Choase File | No file chosen

code-default coie-cefaulitar + active = download

a few moments ago

Settings

Software Version (53 v |

script time |30 seconds ¥

Memory limit




The ConPaaS Front-End

ConPaas- managementir » \| |

L (-] \'O 10.100.0.87:9999/service.php?sid=6

génpaa s

+ back to Dashboard

- New Php Service

@ running - started a few moments ago

2 instances running on OpenNebula

@ Instance 15751
running

X gplerre Bs 9997 B help B logout

access application = - manager log =

@ Instance 15752
running

add or remove instances to your deployment

Code management

you may update the stage by
® uploading archive Choose File | Mo file chosen
or by

checking out repository

2ip, tar of your saurc

available code versions

access application =

code-default 5 code-defauli tar + active + download

a few moments ago

Settings

[l




The ConPaaS Front-End

& ConPaas - management ir

BEE

& [ ‘O10.100.0.97‘9999/servlte php7sid

O A

!" 2 gplerre 59997 B heip B logout
ConPaas

& back to Dashboard

- New Php Service access application = - manager log+

@ running - started a

moments ago

2 instances running on OpenNebula

@ Instance 15751
running

@ Instance 15752
running

~ The page at 10.100.0.97:995° [

0 no. of instances (e.g. +1,-2)

Code management [e= application +

ay update the stage by @ cancel
Choose File | 1o file chcl

@ uploading archive
¥
checking out repository

o

2ip, tar of your source tree

available code versions.

code-default » code-defalt tar + active + download a few moments ago

Settings

Software Version (53 v]

Maximum script execution time |30 seconds ¥

Memory limit




The ConPaaS Front-End

% ConPaas- management ir

- € £ [©®10100.0.97:9399/service.phprsid O A

}‘ L gplerre B 9994 B heip B logout =
ConPaas

[=E]=]

+ back to Dashboard

- New Php Service access application - - manager log+

@ running - started a f

moments ago

5 instances running on OpenNebula

@ Instance 15751
running

@ Instance 15752
running

@ Instance 15753  ru

9

@ Instance 15754  runni

7] tnstance 15755

running

add or remove instances to your deph

Code management access application +

you may update the stage by
® uploading archive Choose File | 1o file chosen

Pl zip, tar of your source tree

or by

checking out repository

available code versions.

code-default 4 coc-ierouit o - active - download afew moments ago

Settings Ll




The ConPaaS Front-End

& ConPaas- management ir

- € O [© 10.100.0.97:9999/service.php2sid=6

G A

s&.mas

#back to Dashboard

- New Php Service

@ running - started a few moments ago

5 instances running on OpenNebula

2 gplerre B 9994 8 heip B logout

access application + - manager log +

6 tostance 15753

@ Instance 15754

add or remove instances to your deployment

Code management

you

ay update the sta
© uploading archive Choose File | No file chosen

orby example: 2ip, tar of you

checking out repository.

available code versions

access application +

5

a few moments ago

‘ code-default 4 coce-cefault tar + active + download

afew moments aqu‘

Ir




The ConPaaS Front-End

iy ConPaaS- management in =

e elo % A

W 4 gpierre E; 9133 [ logout

New MapReduce Service @ 2311 MB 2.94 GB 4

created 11 minutes ago ] _ )
Stored Data Total Capacity virtual instances

New Java Service @ 51{+

created 11 minutes ago

ftia %

virtual instances

@I | New Scalarix Service @ 257900 31t

created 12 minutes ago ) ) ) )
KeyValue Pairs  virtual instances

©2011 Contrail - ConPaa5 is the PaaS compenent of Contrail




The ConPaaS Front-End

Terminal

File Edit View Search Terminal Help

renard:~/php/tmp/ConPaaSWeb/src> export PYTHONPATH=$PWD

renard:~/php/tmp/ConPaaSWeb/src> . /managerc.py http://ec2-50-17-94-105.compute-1.amazonaws.com: 5555/
Usage: ./managerc.py URL ACTION [options

Action could be one of:

[ACTION] [DESCRIPTION]

add Add more service nodes to a deployment
downloadCodeversion Download a code version

getConfiguration Get the configuration of a deployment
getHighLevelMonitoring Get the average request rate and throughput
getlLog Get raw logging

getServiceNode Get information about a single service node
getState Get the state of a deployment
getStateChanges Get the state change history of a deployment
help Print the help menu

listCodeVersiens List identifiers of all code versions stored by a deployment
listServiceNodes Get a list of service nodes

remove Remove some service nodes from a deployment
shutdown Shutdown a deployment

startup Startup a deployment

updateConfiguration Update the configuration of a deployment
uploadCodeVersion Upload a new code version

renard:~/php/tmp/ConPaaSWeb/src> l

[]




The ConPaaS Front-End

Eile Edit View Search Terminal Help
renard:~/php/tmp/ConPaaSWeb/src> . /managerc.py http://ec2-50-17-94-165. compute-1.amazonaws.com: 5555/ ListServiceNodes

Service Node Role(s)
1-3d386153 PHP
i-e3065f8d PROXY
i-3f386151 WEB
1-2138614F PHP
1-2338614d WEB
1-2538614b

renard:~/php/tmp/ConPaaSWeb/src> . /managerc.py http://ec2-50-17-94-165. compute-1.amazonaws.com: 5555/ getServiceNode i-3f386151
Service Node Address Role(s)

1-3f386151 ec2-184-73-93-153. compute-1.amazonaws . com WEB

renard:~/php/tmp/ConPaasWeb/src> D

Terminal (= ENEY)

[>]




A ConPaaS service is implemented as
dedicated to a single user

Single-tenant: each VM belongs to a single user
No VM sharing between services (even for the same user)

ConPaa$ services are : we can grow/shrink their capacity at
runtime with no service disruption

Horizontal provisioning: add/remove virtual machines

ConPaaS services will support
automatic capacity adjustment to support performance guarantees at
minimum cost



ConPaa$S Organization

Service

—> A
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Data plane



ConPaa$S Organization

:'—Legend '
. [:] Virtual machine { 8 8

, = = J» Management traffic |
-,

Balancer

PHP
service

\ ——3 Application trafic

Service
admin PHP servers
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Front-|
- end - )
GuI
MySQL
service

..

Balancer

Control plane Data plane

» Each manager VM contains a manager process
» Each agent VM contains an agent process
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Create

Terminate

Service
created
(1 manager VM)

Service
started
(1 manager VM

Service-specific
operations

Scale
up/down



The service exists in two versions: PHP and Java

Initially the service has 2 VMs
1 VM running the manager
1 VM running a load balancer, a web server and a PHP backend

When adding VMs each VM becomes specialized (load balancer VMs,
web server VMs, PHP backend VMs)

,,,,,,,,,,,,,,,,,,,, N
' i N N
i ] 4 ;
: : H
; Web QO
! PHP i
4
’ 1
4 '
,,,,,,,,,,,,,,,,,,,,,, Q |
e D e




PHP has built-in support for

We must between multiple PHP backends
(otherwise users would logout at each request)

We use the Scalaris key-value store for that
One Scalaris server inside the manager VM

Making use of the Scalaris session storage is totally transparent to the
applications



When the user

The front-end sends a request to the to scale up

The service manager creates a new VM with proper contextualization
information, then starts polling

The agent VM boots, then starts its manager process

When the manager establishes a connection with the agent, it requests
it to start one or more

The manager uploads code/data as necessary

The manager reconfigures other VMs as necessary

When

Same story in opposite order



Building new ConPaa$S services from scratch is
Build a proper VM image with contextualization

Develop new and deamons
Implement a standardized protocol between the front-end and the
agents

All communication goes over SSL with

Solution: the

All ConPaaS$ services use
All ConPaaS services use
The service core implements between all services

Start/stop/contextualize virtual machines
Secure communication primitives

Each service can the service core
Implement the service-specific parts



Building a new ConPaa$ service from the service core is

(optional) Provide to be executed when VMs start and
stop
Write a and an in Python

Extend one Python file to

Extend the with one service-specific page in PHP



ConPaaS is a

Designed to facilitate elastic application hosting in the cloud
Designed to be easily extensible

ConPaa$S addresses

Web applications
Scientific applications
Combinations of both

Automatic performance control
Application manifests

Better developer support

More services :-)



Adriana Szekeres Ismail El Helw Claudiu Gheorghe
(server side) (server side) (Web GUI)



All support documents can be found at
Presentation slides, exercises, support programs etc.

Please work in

Make sure your Web browser is configured to use the
http://130.37.30.108:80/

The ConPaaS$ front-end is located at http://10.100.0.97:9999/

at


http://bit.ly/MCKtil
http://130.37.30.108:80/
http://10.100.0.97:9999/

contrail

open computing
infrastructures
for elastic
services
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